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Parametrizable neural network accelerators enable the deployment of targeted hardware for specialized en-

vironments. Finding the best architecture configuration for a given specification, however, is challenging. A

large number of hardware configurations have to be considered, and for each hardware instance, an efficient

software execution plan needs to be found, leading to a vast search space. Prior work has tackled this problem

by dividing the search into subproblems for individual layers of a network. There is no guarantee, however,

that the overall best hardware configuration that delivers the desired end-to-end performance across the

entire network is among the best individual layer configurations.

This work presents SENNA, a unified hardware/software space exploration framework for parametrizable

neural network accelerators. To guide the exploration toward the overall best configuration, SENNA employs

a multi-objective genetic algorithm with a novel design space representation that encodes the configuration of

hardware and software parameters in a single chromosome. Using the Parallel Island Model (PIM), each layer

is represented by one or more individual islands each containing a separate population to simultaneously

search for the best configuration across the entire network. A tailored gene migration technique enables the

exchange of genes between the populations of different islands.

SENNA is evaluated with three parametrizable architectures and four neural networks. The evaluation

result demonstrates that SENNA achieves upto 1.92x EDP improvement compared to the State-of-the-Art.

With equivalent evaluation budgets, SENNA shows 2.5x–9.3x speedup compared to an Oracle scheme and

the State-of-the-Art.
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1 Introduction

Over the past decade, we have witnessed unprecedented advances in deep learning. In multiple
areas, artificial intelligence powered by deep learning now outperforms traditional algorithms and
even human experts, such as, for example, in image recognition, natural language processing, and
game play [27, 28, 45]. The deep neural networks (DNNs) that made this achievement possible
have become increasingly versatile and operate seamlessly across a wide range of devices from
large data centers to resource-constrained IoT devices.

In embedded systems, the execution of DNN workloads faces significant challenges due to their
high computational complexity and energy consumption [6]. To address this problem, researchers
have explored software optimizations such as network pruning [35], bit-width reduction [12], and
network reorganization [48]. On the hardware side, tailored accelerators have been proposed to
improve performance and energy efficiency in embedded systems [1, 8, 11]. Recently, reconfig-
urable neural accelerators that allow the optimization of hardware parameters towards specific
DNN workloads have shown particular promise [17, 38, 40].

Reconfigurable accelerators are parametrizable in terms of the compute and memory resources,
I/O bandwidth, and network-on-chip (NoC) connectivity at design time. Determining the
hardware parameters of a reconfigurable accelerator to obtain a configuration that meets specific
constraints is, however, a complex task. The performance of an accelerator cannot be inferred
directly from its hardware parameters and requires sophisticated algorithms to find the best
execution schedule for a given configuration [33, 51]. For example, the workload of a convolution
operator typically has to be tiled because the layer data does not fit into the on-chip memory.
The dimensions along which a workload is tiled and the execution order of the tiled operations
strongly affect the execution time and amount of data transferred between on- and off-chip
memories [11], hence, finding the optimal tiling parameters that minimize energy consumption
and maximize performance across all layers of a network is a significant challenge in itself [34].

Previous studies have focused on co-optimizing the hardware (architecture configuration) and
software (tiling and data flow order) design space. To tame the vast search space, each layer is
optimized separately, resulting in repeated searches for each individual layer [26, 41, 42, 54, 55, 58].
For a network with N layers, the design optimization search is repeated N times and potentially
yields N discrete hardware configurations. These discrete configurations are not guaranteed
to include the optimal configuration for the entire network. As a result, identifying the unified
hardware configuration that achieves the overall best performance for an entire network remains
an open problem.

To address these challenges, this work presents SENNA, a unified hardware/software Space
Exploration framework for parallel Neural Network Accelerators. SENNA employs the Parallel

Island Model (PIM) to simultaneously perform a design space exploration (DSE) for the best
configurations of each layer as well as the overall network. In PIM, each layer is represented by one
or more islands. The evolution of the population is implemented by a customized multi-objective
genetic algorithm that combines the encoding of the hardware and software configuration of
a layer into a single chromosome. By exchanging the best-performing chromosomes between
islands, the algorithm converges towards globally optimal configurations. Since the parameters
of a layer differ from island to island, in general, the chromosomes of one island constitute an
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invalid configuration on a different island. To ensure that only valid hardware configurations are
exchanged, SENNA employs a tailored migration algorithm that shares only the hardware portion
of a chromosome between islands. Evaluated with three parametrizable architectures and four
networks, SENNA is able to find a better hardware configuration than state-of-the-art techniques
in significantly less time.

In summary, the main contributions of this article are as follows:

— We present a unified encoding that embeds the hardware configuration and the software
mapping of a layer in a single chromosome.

— We employ a multi-objective evolutionary algorithm (MOEA) on a PIM with tailored mi-
gration operations to simultaneously search for locally and globally optimal configurations.

— A comparison with an Oracle scheme and the state-of-the-art shows that SENNA is able to
find significantly better configurations for networks in considerably less time.

The remainder of this article is organized as follows. Section 2 presents the background of this
work and reviews related approaches. The design and implementation of SENNA are discussed
in Section 3. Section 4 presents an evaluation of SENNA compared to baseline search methods.
Section 5, finally, concludes this work.

2 Background

2.1 Execution of DNN Workloads on Accelerators

Neural networks are growing deeper and feature more and more layers. Popular large networks
perform billions of operations on gigabytes of data—data that must be loaded into the accelerator
to run network inference at a decent speed [6, 7, 31, 49]. This poses a particular challenge in the
embedded systems world and led to the desire to design tailored hardware accelerators that can
execute specific neural networks with given chip area, power, or latency constraints.

Both academia and industry have presented neural network accelerators that achieve high
energy efficiency and throughput [8, 11, 20, 44]. Eyeriss [11] explores different orders of dataflows,
including input-, weight-, output-, and row-stationary dataflows, to achieve efficient execution.
The DianNao accelerators [8, 18, 32] minimize memory transfer between on- and off-chip
memory. NVDLA [60] is an architecture optimized for weight-stationary dataflow, and Tetris [20]
uses bypass ordering, which is similar to data stationary optimization. Simba [44] extends an
accelerator with multiple chiplets considering non-uniform latency.

The high degree of configurability and control leads to a large number of possible execution
orders (mappings) of a DNN workload to a given accelerator design. The popular convolutional

neural networks (CNNs) are mainly composed of convolutional and fully-connected layers that
dominate the overall runtime [10]. The basic computations of these layers are matrix multiplica-
tions that can be described with nested loops [39, 54]. For example, the computation of a convolu-
tional layer can be expressed as a seven-fold nested loop that takes a three-dimensional input and
four-dimensional filters as inputs to compute a three-dimensional output feature map. A mapping

refers to an operation schedule that executes a loop nest on an accelerator. Since the organization
of the loops dictates the sequence of the data-access patterns, a schedule must consider the storage
hierarchy of the accelerator and the capabilities of its computational resources to explore possible
data reuse opportunities. Loop optimization techniques such as loop unrolling, loop tiling, and
loop interchange have been used to find the data partitioning and execution order that yields an
optimal execution schedule [14].

Figure 1 illustrates the mapping of a 1D convolutional layer to a spatial architecture with a
3-level storage hierarchy composed of external DRAM, an on-chip buffer, and eight processing

elements (PEs) with private register files. The 1D convolutional layer is represented as a nested
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Fig. 1. Mapping example of a 1D convolutional layer with C = 64, W = 3, and P = 32.

loop iterating over the width of the weights (W) or the output (P), and the height of the kernel
and feature map (C). The simple 3-fold nested loop of the 1D convolution is explicitly tiled into
a 12-fold nested loop to exploit spatiotemporal data reuse opportunities presented by the storage
hierarchy and the parallelism in the hardware. The mapping of Figure 1 shows only one of many
possible execution schedules. Other schedules may lead to shorter execution times or minimize the
accesses to the on-chip memory or external DRAM. Even for a single hardware configuration, these
spatiotemporal data reuse opportunities form a large mapspace of potential execution schedules.

2.2 Search Methods

Finding the single hardware configuration that leads to optimal performance across all layers re-
quires an exploration of many different hardware configurations for each layer, for each of which
a large number of possible execution schedules exist. In practice, the search space is too large for
a brute-force evaluation of all possible combinations.

Existing accelerator performance evaluation tools can be classified into three types according to
how they address the scheduling problem. Heuristic search algorithms prune the mapspace based
on prior knowledge and use an analytic model for the evaluation. Exhaustive search [53], random
search [29, 39], and beam search [2] are among the proposed search algorithms. Because these
approaches require a large amount of computational resources, they are able to only explore a
limited part of the entire mapspace and therefore often end up with a suboptimal solution. Black-
box optimization techniques such as Simulated Annealing [9], Bayesian optimization [36, 52], and
Genetic algorithms [25] were presented to overcome the complexity and infeasibility of exploring
the entire search space. Other feedback-based techniques such as Reinforcement Learning [59] or
constrained-based methods [22, 23] were also suggested as alternatives.

To automate the accelerator design process for a specific CNN model, prior works encompass
DSE engines and accelerator modeling tools [52, 55, 58]. Bayesian optimization [52] and Particle
Swarm Optimization [58] are two methods proposed to explore the vast search space more
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Fig. 2. Cost surface plot of Mapspace and Joint Design Space on the first layer of MobileNet-V2. Darker

blue indicates lower EDP. Joint Design Space illustrates the cost surface for running the given layer on a

number of Eyeriss architecture designs. Interdependent subspaces form a broaden search space and show a

non-convex and non-smooth cost surface.

efficiently. Beyond accelerator-mapping co-design, similar approaches are also found in the area
of Neural Architecture Search (NAS) that conducts HW-aware Neural Network optimization
[19, 30].

In this work, we employ a multi-objective genetic algorithm to guide the search. Genetic algo-
rithms are a popular optimization technique in which a population of candidate solutions evolves
over several generations (epochs) toward a better solution. The parameters of each member of the
population are encoded in a chromosome, and a fitness function evaluates the quality of a member.
Some candidates are selected and modified during evolution by applying crossover and mutation
operations on the chromosomes. The next generation is typically composed of well-performing
candidates, mutated candidates, and newly injected candidates. A genetic algorithm evolves
over generations until it converges to a solution or reaches a limit on the maximum number of
generations.

2.3 Related Work

The cartesian product of the valid hardware configurations and possible software execution plans
form a vast non-convex search space with many local minima and invalid points [22]. To provide
a clear view of the variety of design choices available, Figure 2 shows the cost surface of mapspace
and joint design space for the Eyeriss architecture running the first layer of MobileNet-V2. Two
subspaces are included on mapspace, defined from the loop tiling choices and loop permutation
choices. Together, they deliver different costs of mapping and form a non-convex and non-smooth
search space. Joint Design Space shows that the search space quickly increases adding a number
of hardware. Practical designs are more complicated and open a new challenge to explore this
broaden search space.

Motivated by the search methods described in the previous section, early works attempt to co-
optimize the accelerator configuration with software mappings to obtain a solution. Table 1 lists
and compares the most relevant related works. HASCO [54] employs multi-objective Bayesian
optimization for the hardware DSE and a Q-learning algorithm to explore the software mapspace.
Confuciux [24] is based on reinforcement learning and an evolutionary algorithm for higher accu-
racy. The development cost and turnaround time of both approaches are prohibitively high because
the search of the two design spaces is handled separately in a nested optimization loop (Figure 3),
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Table 1. State-of-the-Art HW-SW Exploration Frameworks

Framework Joint HW-SW Multiple Network-wide Network-wide

Optimization Objectives Exploration HW Search

HASCO [54] �
Confuciux [24] � �
DiGamma [26] �

MEDEA, EPOCA [41, 42] � � �
SENNA (this work) � � � �

Fig. 3. Joint hardware/software DSE on limited mapspace.

i.e., the software mapping is evaluated separately for each hardware configuration. Minor changes
in the accelerator design invalidate the prior knowledge of mappings and require a new full DSE.

Integrating the two searches into a single DSE process enhances the efficiency of finding
the best architecture design for a given layer. Digamma [26] combines the exploration of the
hardware search and software mapping in an evolution algorithm with a sequential encoding
of genes. MEDEA [41] and EPOCA [42] first find feasible software mappings for each layer
without considering the hardware. Then, they pair each mapping with the amount of resources
exercised on an architecture instance with abundant resources and employ a multi-objective
genetic algorithm to find the best configuration for each layer. The global hardware configuration
AN which delivers the overall performance of z∗ is obtained by selecting the maximum of each
configurable hardware resource an across the local (layer) configurations (an ,mn ). That is,

z∗ = Σfn(AN ,mn),n = 1, 2, . . . ,N

AN =max(an),n = 1, 2, . . . ,N ,

where the cost function fn(an ,mn) denotes the cost of executing software mapping mn on
hardware configuration an for layer n. MEDEA [41] suggests heuristics that choose the mappings
based on multiple score functions. EPOCA [42] replaces the heuristics with an evolutionary
algorithm that selects the best hardware/software configuration for each layer. The global
hardware configuration AN is derived from the local optima for each layer, and the metrics, such
as energy or latency, are recomputed with the hardware configuration AN and aggregated to
obtain the overall performance.

While these techniques achieve satisfactory results for specific accelerators, only a small part of
the vast hardware and software design space is explored. Both DiGamma [26] and Confuciux [24]
make use of Maestro [29], a software mapper that is limited to weight-stationary data flows with
private L1 and global L2 scratchpad memories [56], to generate software schedules. The limited
configurability of Maestro hinders the application of the methods towards other reconfigurable
hardware architectures. More importantly, no existing technique performs a global search on
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the entire network but rather generates the global solution from the set of locally optimized
configurations with limited mapspaces. The Pareto-optimal solutions for each layer form another
combinatorial optimization problem to find the best hardware and software configuration. To
support the execution of every locally optimized mappings, the globally optimized hardware
configuration is composed of each maximum HW component size from the set of locally opti-
mized configurations. However, the proposed design tends to be area-intensive and easily leads
to tedious explorations and sub-optimal solutions. To address the challenges above, this work
proposes a novel design space representation that embraces both design spaces, so that the search
method can conduct an efficient and flexible choice on hardware configurations. It facilitates the
exploration of the architecture design that requires a minimum amount of resources with minimal
degradation in performance.

2.4 Multi-Objective Evolutionary Algorithms

In multi-objective optimization problems, we consider more than one objective function to be max-
imized or minimized in the presence of certain constraints. Mathematically, the problem addressed
in this article is to find the ideal solution z* that is the minimization of multiple cost functions fm(x)
with lower and upper bounds on the problem variables:

z∗ = arдminfm(x),m = 1, 2, . . . ,M

x (L)
i

≤ xi ≤ x (U )
i
.

While the superiority of a solution in a single-objective is found by comparing cost function values,
the superiority in a multi-objective is determined based on Pareto dominance relations. With con-
flicting objectives, typically, no point maximizes all the objectives simultaneously. The Pareto front
or Pareto-optimal set represents the collection of solutions where no other solution can improve
on at least one objective without sacrificing performance on another objective. A multi-objective
optimization problem thus aims at approximating the Pareto-optimal set.

In addition to the Pareto set, the ideal and the nadir points are estimated during the optimization.
These points represent the best, respectively, the worst objective value over the Pareto-optimal set
with respect to a given objective. The ideal and the nadir point thus define the possible value ranges
of the objective functions and are used to guide the search, normalization, and visualization [3, 15].

MOEAs [16, 61] have been applied successfully to a number of problems with multiple
objectives because of their ability to explore a large global search space and obtain an evenly and
well-distributed Pareto-front. NSGA-II [16] is one of the most popular MOEAs that employ a fast
nondominated sorting algorithm when ranking solutions. MOEAD [57] uses decomposition to
divide the problem into single objective subproblems and optimizes the subproblems concurrently.

2.5 Parallel Island Mode

A combinatorial optimization problem is an NP-hard problem that finds the best solution in a fi-
nite or possibly countably infinite set [5]. Since the search space grows super-exponentially, an
exhaustive search is infeasible. Metaheuristics are widely acknowledged tools to address this com-
plex problem with a finite set of solutions but are still limited in achieving a reasonable computing
time.

Parallel metaheuristics aim at addressing both of these problems. The PIM, also known as an
archipelago, was initially proposed for genetic algorithms in order to improve the quality of solu-
tions and reduce the runtime of the algorithms [13]. In a PIM, the global population is divided into
“islands” containing distinct subpopulations that evolve in parallel. A topology defines the connec-
tions between the islands and allows the exchange of individuals through migration. Evolution is
augmented by migration to increase the likelihood of finding globally optimal solutions since the
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Fig. 4. Previous approaches divide the search into layer-wise subproblems and output a hardware obtained

through a combination of the per-layer best configurations. SENNA, on the other hand, searches for the

global best hardware by employing a PIM.

exchange of locally optimized solutions from different islands introduces more diversity [47]. The
topology of an archipelago can be static or dynamic during the evolution. Different metaheuristics,
such as genetic algorithms, particle swarms, simulated annealing, or colony optimization, can be
used as the evolutionary engine.

3 Design and Implementation

This section discusses the formulation of the design space and the entailed optimizations to obtain
a feasible search space. We employ a novel representation of the design space that is suitable to
guide the DSE toward the global best configuration of a given DNN model. To the best of our
knowledge, this work is the first to formulate and explore global DSE for parametrizable neural
network accelerators.

3.1 Challenges and Motivation of Using the Parallel Island Model

Finding the best architecture design for a given DNN model is particularly challenging since
evaluating the entire model is expensive and time-consuming. Prior work has tackled this
problem by dividing it into subproblems for the layers of a network [24, 54]. Figure 4(a) shows
this approach. Solutions comprising pairs of hardware configurations and software mappings are
generated for every layer. Finding the best single overall hardware configuration and per-layer
software mappings from the Pareto-approximated solutions of the individual layers forms another
exploration of a non-trivial search space. Choosing the global hardware configuration from a set
of per-layer Pareto sets can be formulated as a combinatorial optimization problem; however, the
best hardware configuration of one layer may be suboptimal for another layer. We also need to
consider that some hardware configurations in the Pareto set of one layer may not exist in other
layers, requiring additional explorations of the software mapspace.

To this end, a systematic approach is required that integrates layer-wise searches into a
global DSE. We propose to leverage the idea of migration from the PIM to exchange the best
hardware configurations between different layers. The benefit of this approach is that the locally
best candidates are shared with other islands, leading to a convergence on the globally best
configuration.

Traditional implementations of PIMs assume compatibility of chromosomes between island
and simply migrate entire chromosomes. In our scenario, however, chromosomes of different
islands may not be compatible with each other because a software mapping is tied to a given
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Fig. 5. Overview of the SENNA methodology.

hardware configuration and the layer parameters. While the hardware configuration is a feature
of the parametrizable hardware, a specific configuration is always valid on any island, however,
the layer parameters of the migrated-to islands may not be valid. For instance, the operators
of different layers vary in the dimensions of the input, weight, and output parameters and
thus require a re-exploration of the specific parameter space. The problem can be considered
a heterogeneous optimization problem with incompatible encodings caused by different layer
parameters. Such incompatible encodings not only increase the complexity of the search but also
lead to a corruption of the search space. Therefore, we do not migrate the entire chromosome.
Instead, only the hardware configuration part of the chromosome is migrated (Figure 6(b)), and a
compatible software mapping is computed on the destination island. If no mapping can be found
because the hardware configuration is incompatible with the layer parameters, the migrated
chromosome is discarded. This approach ensures that only compatible hardware configurations
are exchanged while preserving diversity and efficient mappings on each island.

SENNA uses a two-phase approach to find a global solution (Figure 5). In the first phase,
called the global search phase, SENNA employs a multi-objective genetic algorithm on a PIM to
perform the DSE. The population is encoded with architecture design and mapspace choices and
divided into subpopulations on the islands of PIM. The proposed migration operators and the
PIM topology enable the algorithm to converge towards the globally optimal architecture design
and increase the likelihood of escaping local optima. Moreover, we develop a method to estimate
the overall performance metrics based on Pareto-approximated solutions to select a suitable
architecture configuration as detailed in Section 3.4. In the second phase, called the fine tuning

phase, the chosen architecture design from the global search phase is further optimized to improve
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the quality of the mappings. At the end of the second phase, the overall performance statistics
are used to determine the best architecture design and the corresponding per-layer software
mappings.

3.2 Encoding Design Space Parameters

Here, we first describe how SENNA represents the different design parameters. To support the
layer-aware migration described in the previous section, dedicated encoding and specialized oper-
ators are necessary. While prior work typically encodes the bounds of the deeply-nested loops with
respect to the memory hierarchy; however, this leads to long encodings that are proportional to
the depth of the memory hierarchy. SENNA, on the other hand, employs a compact encoding with
a fixed length that well fits emerging accelerators and networks. SENNA’s software mapspace that
encodes the tiling size, the order of the data flow, and loop unrolling parameters are represented
by the following four subspaces:

— The tile size represents the factorization of the loop bounds across the memory hierarchy.
— The loop order represents a permutation of the loop nests on each level of the memory

hierarchy.
— The parallelization parameter indicates whether the innermost loop can be distributed

(unrolled) to parallel hardware components.
— The bypass parameter indicates whether the hardware has dedicated on-chip memories for

the different types of data (bypass=1) or whether input, weight, and output data are allocated
to a shared buffer (bypass=0).

The parallelization and bypass subspaces can each be represented by a single gene. The
tile size and loop order subspaces encode large parameter spaces that reach up to O(1062)

for the Eyeriss architecture with the VGG16 network. For a 2-dimensional convolution, the two
subspaces each comprise seven elements to represent the tile size and loop level of each of the
seven nested loops and are encoded as integer values. For a 1-dimensional convolution, as shown
in Figure 1, each space requires three genes. The software mapspace thus requires 8 (=3+3+1+1) and
16 (=7+7+1+1) genes, respectively, to express 1- and 2-dimensional convolutions. After we split the
tile size and loop order subspaces according to the number of loop dimensions, the possible
factorizations of each loop bound in the corresponding memory hierarchy level are encoded as
integer values. We apply a lexicographical order from the outermost to the innermost level of the
memory hierarchy.

We refer to the mapping example from Figure 1 and describe the joint encoding scheme of
the design spaces in Figure 6. Figure 6(a) applies the encoding to represent the information of
a software mapping. A 1-dimensional convolutional layer has three loop variables C, W, and P
with bounds 64, 3, and 32. Loop variable C with a bound of 64 is factorized and allocated to the
four levels in the memory hierarchy with factors (1,2,8,4). Since the loops in DRAM are mapped
C →W → P (top right of Figure 6(a)), the encoding is 0 (representing C), 1 (W ), and 2 (P ). Each
possible distribution of the loop bound is encoded as an integer value as depicted in Figure 6(c).
For each dimension, the enumeration of all possible factorizations is found and sorted in ascending
order from DRAM to the Register File. This is done for each loop variableC ,W , and P with differ-
ent encoding representations. Figures 6(d) and (e) illustrate the encoding of tilings and loop orders.
After a loop order has been determined for each level in the memory hierarchy, it is repartitioned
by the dimension and encoded in ascending order of storage level. The genes parallelization
and bypass are encoded with 1 and 0, respectively, as the given architecture maps the data
spatially across the PEs and accommodates all types of data on each level of the memory
hierarchy.
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Fig. 6. Gene encoding example of the 1-dimensional convolution layer from Figure 1.

The encoding of the hardware parameters follows the encoding of the software mapspace and
represents the number or size of each hardware component. Figure 6(b) shows the parameter space
for an architecture with a parametrizable number of PEs and a configurable size of a global buffer
memory. The size of the input, weight, and accumulation buffer and the memory bandwidth can
be additionally configured.

The presented approach combines the hardware configuration and the software mapspace into
a single chromosome to obtain a joint encoding. It is worth noting that the encoding does not incur
any constraints on the dependency between hardware configurations and software mappings. For
example, the validity of a software mapping depends on the size of each hardware component of
a given configuration. Invalid encodings are dealt within the evaluation phase.

3.3 Network Formulation

Neural networks can be broken down into discrete layers based on the employed operators.
The computation of each operator, such as 2D convolutions, depthwise convolutions, or fully-
connected layer, can basically be expressed with a matrix multiplication with different dimensions.
It may be desirable to represent the mapspace of the different operators with unequal encoding
lengths. Moreover, the different dimensions of individual layers require a separate exploration of
the mapspaces, even if the computational operator is the same. Thus, we consider the mapping of
layers as a set of heterogeneous problems that require different sizes and types of encodings to
fully explore the entire mapspace.

On the other hand, a unified construction of the software mapspace and the architecture design
space is required to guide the search toward the globally optimal solution. To deal with the varying
properties of different layers yet enable a global search, we employ and extend the PIM to fulfill
the following characteristics:
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— Islands shall allow distinct encodings to express heterogeneous problems.
— The PIM assembles the heterogeneous islands into a unified mapspace.
— Migration between heterogeneous islands shall not violate the predefined encodings.

The following properties make PIMs suitable for our search problem:

— The gene encoding of the software mapping depends on the operator of a given layer while
the hardware configuration is shared across all islands.

— The topology connects the individual layers’ mapspaces and introduces population diversity
through migration.

The first property implies that the software mapping is local information that is only valid on
a specific layer while the hardware configuration is global information. In other words, the in-
compatibility between different islands can be solved by limiting migration to exchange hardware
configurations only. This allows each island to preserve its diversity and maintain valid and ef-
ficient mappings, while the hardware configurations can be shared through the topology of the
PIM. This fits a network comprised of multiple operators with variable lengths of encodings into
a single PIM.

The second property is crucial in finding the best hardware configuration across the network.
During the evolution of the PIM, the best-performing hardware configurations are shared through
the PIM topology and distributed to multiple layers. This ensures that promising candidates in the
hardware design space have a higher chance of being chosen as a migrant and guides the search
towards the global optima.

3.4 Hardware Recommendation

A major challenge of the architecture DSE is the sparsity of the Pareto-approximated solutions
due to the large dimensionality of the design space and limited budget of evaluations. This is
shown in more detail in Figure 7(a). On each island of the PIM, Pareto-approximated solutions for
a given layer are found that encode the hardware and software mapping as described earlier. The
Pareto-approximated set of potential solutions does include configurations that are suboptimal
or can miss configurations on the Pareto set because of the limited exploration of the parameter
space. The more heterogeneous islands (i.e., layers) a network is composed of, the lower the
likelihood that a specific hardware configuration is present in the approximated Pareto fronts of
all individual islands.

Previous approaches heuristically derive the final architecture by choosing the maximum of
each individual hardware parameter from the set of layers and obtaining the overall performance of
the network by computing new software mappings for this all-encompassing architecture [41, 42].
Such an approach, however, tends to lead to area-intensive and energy-inefficient configurations.
In the presented work, we instead conduct a global hardware configuration exploration by esti-
mating the overall performance of a given architecture design based on the Pareto-approximated
solutions. Since the multi-objective algorithm guides the search, the range of the objectives has
already been determined by the ideal and the nadir point. This enables us to estimate the value
of missing objectives to a reasonable value (Figure 7(b)). In other words, SENNA estimates the
performance metrics of unknown architectures to be no worse than the so-far observed worst
performance, i.e., the nadir point. These estimates are automatically updated if a given hardware
configuration is later discovered to be in the Pareto-approximated set. Estimating performance
metrics from nadir points can be imprecise if the Pareto set is sparsely populated. Such a situation
can occur when the search is not thoroughly conducted on the initial generation or the design
space is filled with a large portion of infeasible points. In such a case, the missing objectives are
compensated by the worst observed values from another layer’s Pareto-approximated set.
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Fig. 7. Estimation of overall performance through nadir points.

The estimation of the overall performance not only exhibits a convergence towards the Pareto-
optimal solutions on individual layers but also approaches the global best hardware configuration
for a given network. SENNA monitors the convergence of the PIM according to the estimated
overall performance and chooses the candidates of potentially good hardware configurations. The
fine-tuning phase is conducted on the best hardware configurations found during the global search
phase to converge on one or a few hardware configurations and software mappings that are opti-
mal with respect to the entire network.

3.5 Special Operators

PIM allows the evolution of multiple islands in parallel and improves the quality of the solution
by interleaving exploration and exploitation. In our approach, a multi-objective genetic algorithm
was chosen as the evolution engine. Figure 8 illustrates the encoding of the design parameters and
the supported operators. Figure 8(a) shows the encoding of the hardware and software mapspace
choices to the chromosomes of a local population. Figure 8(b) illustrates crossover and mutation
operators within a local population. These operators depend on three parameters: the probabil-
ity of crossover, the probability of mutation, and the size of the population. Figure 8(c) and (d)
illustrates the two possible migration scenarios. For migrations between islands with the same
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Fig. 8. Gene encoding and special operators.

software mapspaces, chromosomes are compatible and can be migrated and re-used directly as
shown in Figure 8(c). However, when migration occurs between the heterogeneous islands with
different software parameter spaces, the chromosomes of the migrants are incompatible. As shown
in Figure 8(d), we migrate only the hardware mapping and discard the software mapping since the
hardware genes are globally compatible across the islands. The missing genes are compensated by
copying the parameters of an existing configuration from the local population of the destination
island.

To summarize, SENNA’s migration algorithm performs the following steps for each new
generation:

(1) Choose random source and destination islands and select migrants based on elitism.
(2) Check if the source and destination island have compatible software mapspaces.
(3) If yes, the software encoding of all migrants is kept. Go to step 6.
(4) Otherwise, the software mapping of the migrants are initialized with mappings from mem-

bers of the destination island’s population.
(5) Reevaluate the fitness of the migrants’ new chromosomes on the destination island.
(6) Merge the migrants with the population and update the population based on elitism.
(7) Proceed to the evolution phase.

4 Evaluation

This section evaluates SENNA with three parametrizable architectures and four neural networks.
We begin with the analysis of SENNA’s performance with respect to the recommended hardware
configuration for a given network. We then present the evaluation of Pareto-approximated
solutions and discuss insights from the design while comparing SENNA to an Oracle scheme and
the state-of-the-art, DiGamma [26].
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Table 2. Available Design Choices of the Architectures

Architectures HW components Accelerator Design Choices

Eyeriss
PEs

14,28,42,56,70,84,98,112,126,140,154,168,182,
196,210,224,238,252,266,280,294,308,322,336

Buffers (kB) 4,8,12,16,20,24,28,32

DianNao
PEs 256,288,320,352,384,416,448

Buffers (B)
256,384,512,640,768,896,1024,1152

1280,1408,1536,1664,1792,1920,2048

Simba
PEs 2,4,6,8,10,12,14,16,18,20,22,24,26,28,30,32

Buffers (B) 1024,1536,2048,2560,3072,3584,4096

4.1 Evaluation Environment

The search metrics such as performance, energy, and die area are computed with two parametriz-
able architecture simulation environments built into two independent open-source accelerator
infrastructures, Timeloop [39] and Maestro [29]. These frameworks model the execution of a
neural network on a parametrizable accelerator hardware instance and extract several metrics.
Both frameworks employ microarchitectural models to obtain the energy requirements, the
total execution cycles, the hardware utilization, and the die area. Timeloop and Maestro differ
significantly with respect to the supported architecture descriptions, the search space encoding,
and the design constraints. SENNA can work with both environments as a backend to extract the
performance metrics of a hardware/software configuration.

SENNA and the baseline approaches are evaluated with three different parametrizable hard-
ware platforms and four neural networks. The hardware platforms include Eyeriss [11], DianNao
[8], and Simba [44]. Table 2 lists the parameter space for the architectures. All architectures are
parametrizable with respect to the number of PEs and the on-chip buffer size. The evaluated neural
networks are ResNet50 (53 layers) [21], VGG16 (13 layers) [46], MobileNet-V2 (52 layers) [43], and
MnasNet (52 layers) [50].

The presented evolutionary PIM-based algorithm is implemented in Pagmo [4], an open-source
library for parallel optimization. To support the techniques discussed in this work, we extend
Pagmo as follows. First, we have modified the multi-objective optimization solver to support con-
straints and deal with infeasible encodings. Second, we have improved the implementation of the
PIM to support heterogeneous islands and tailored migration.

4.2 Search Algorithm and PIM Configurations

The search is guided by the evolutionary Non-dominated Sorting Genetic Algorithm (NSGA-

II) [16], a representative and widely used multi-objective algorithm. A neural network is mapped
into a PIM as follows: In the first step, we isolate all unique layers with respect to their operators
and parameters. For each unique layer, four islands are allocated to increase the population
diversity and minimize the likelihood of getting stuck in local minima. Each island is initialized
with a population size of 100 chromosomes. The search is conducted for a total of 100 generations
with a crossover probability of 95% and a mutation probability of 70%. The mutation probability
is relatively high compared to conventional genetic algorithms because the design space contains
many invalid configurations.

The evolutionary algorithm runs in two phases, the global search and the fine-tuning phase
(Section 3.1). When the first phase completes, the best configurations for each layer are combined
and form the initial population of the fine-tuning phase. In this evaluation, each island in the global
search phase is initially seeded with 100 chromosomes. After an evolution over 50 generations,
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Fig. 9. Exhaustive evaluation of performance metrics of MobileNet-V2 on the Eyeriss architecture. Figures

(a), (b), and (c) visualize the heatmap for the individual metrics energy, latency (cycles), and die area. Figure

(d) shows the average of the individual metrics normalized to 1. Blue is better.

the best 5 candidates of each layer are selected to seed the initial population of the fine-tuning
phase which evolves for another 50 generations. These values have empirically been found to
work reasonably well with the employed parametrizable hardware architectures and networks
but may need to be tuned to different environments.

4.3 Architecture Design Space Search Validation

We validate the architecture design search by analyzing and comparing whether the identified
hardware design points match the expected best hardware designs. We demonstrate SENNA’s hard-
ware recommendation for MobileNet-V2 [43] on the Eyeriss architecture [11]. The objectives are
visualized using heatmaps in this two-dimensional parameter space. The ground truth is collected
by an initial exhaustive search through all possible parameter configurations. Figure 9(a), (b), and
(c) shows the performance with respect to a single metric energy, latency (cycles), and chip die area.

We observe that the optimal hardware design point differs according to the target metric. For
example, the design point (224 PEs, 8 kB buffer) shows the best value for the metrics energy and
cycles. However, this configuration does not dominate the configuration (112 PEs, 8 kB buffer) since
it requires a significantly larger die area. Figure 9(d) visualizes the quality of each hardware design
point in consideration of competing objectives. To enhance the interpretability, the objectives are
linearly scaled to the range [0,1) before visualization and aggregated using the average of all three
metrics [37]. The heatmap clearly shows the design points for which all three metrics achieve good
values and are suitable to represent the tradeoffs among the objectives. The selection of the final
architecture configuration can be assisted by weighing the individual metrics differently.
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Fig. 10. Effect of the PIM island connectivity on the identified best hardware configurations.

4.4 PIM Topology

Next, we evaluate the impact of different interconnection topologies of the PIM on the recom-
mended hardware and the runtime of the search algorithm. The results are shown in Figure 10.
The upper row shows the resident count, that is, the number of hardware configurations found in
the Pareto-approximated sets of unique layers. The darker a point, the more often this hardware
configuration appeared in the Pareto-approximated sets. The more frequently a hardware config-
uration appears in the Pareto-approximated set, the higher the likelihood that this configuration
yields higher performance. The lower row visualizes the estimated overall runtime. The desired
result is a heatmap that shows the darkest blue for the configurations that have been identified as
optimal through an exhaustive search in Figure 9(d).

Figure 10(a) and (d) shows the results for a PIM with unconnected islands, i.e., there is no migra-
tion between islands. We observe that there is little convergence on the best hardware configura-
tion not only after the global search—Figure 10(a)—thus, results in inaccurate estimation of overall
runtime in Figure 10(d). This is an expected result since each island individually optimizes only for
its layer parameters. In Figure 10(b) and (e), islands with identical parameters are connected with a
ring, which is the topology used for the fine-tuning phase as shown in Figure 5. This allows the ex-
change of full chromosomes and helps the connected populations to escape from local minima and
converge towards one optimal configuration per layer. Compared to the unconnected PIM, the con-
vergence of the global search is better; however, the absence of the connection between different
layers dilutes the results. Figure 10(c) and (f), finally, visualizes the result of a fully-connected PIM
(Figure 5). SENNA’s tailored allows the exchange of hardware configurations that are promising
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Fig. 11. Comparing the best identified architecture designs with the ideal case. Figure 11(a), (d), and (g)

scales the ground truth of energy, cycles, and area into equal range and visualizes the best HW design

points. Figure 11(b), (e), and (h) illustrates the number of HW design configurations found on pareto sets of

individual layers (blue: all layers on the network map to the same best hardware configuration.) Figure 11(c),

(f), and (i) illustrates the estimated overall runtime (blue is better.) Red box indicates the best hardware

configuration found after the fine tuning phase.

with respect to a single island (i.e., layer) with all other islands and thus converge towards globally
optimal configurations. We observe good convergence on the two configurations that have been
identified as optimal by exhaustive search (112 and 224PEs with a 4 and 8 KB buffer). We note
that while resident count shows the absence of the mapping that hinders to calculate the overall

ACM Trans. Embedd. Comput. Syst., Vol. 24, No. 2, Article 30. Publication date: January 2025.



Unified HW/SW Space Exploration for Parametrizable Neural Network Accelerators 30:19

Fig. 12. Pareto front generated by SENNA_MO, SENNA_EDP, and ORACLE for different networks on Eyeriss Ar-

chitecture. The size of the design point describes the area size.

performance, an approximated objectives of missing mappings enable us to closely capture the
globally optimal configurations.

4.5 Hardware Recommendation

Since multiple options exist for the best hardware design, SENNA provides multiple best candi-
dates for hardware configuration. Figure 11 compares the recommended hardware configurations
with the results from the exhaustive search. Figure 11(a), (d), and (g) illustrates the quality archi-
tecture designs obtained through exhaustive search. Figure 11(b), (e), and (h) indicates the number
of architectural designs discovered from the Pareto-approximated set in a layer-wise manner. It is
worth to note that in Figure 11(b), and (e), the design point (42 PEs, 4 kB buffer) is found to be non-
dominant on every layer though it is incapable of delivering the best performance. The rationale
behind this selection is the non-dominance relation between objectives of the Pareto-approximated
set, which has the lowest area despite the higher energy and runtime. The presence of these spu-
rious solutions can misguide the multi-objective algorithm to the suboptimal design point, which
reduces the chance of finding the globally optimized configurations. Hence we consider multiple
design points as the best hardware configurations to embrace optimal design points and conduct
the fine-tuning phase, as shown in Figure 12. This can be extended in the future by a search method
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Table 3. Comparison of the Hardware Configurations Found by SENNA and the Oracle in Terms of

Energy Consumption, Die Area, and Performance

Network MobileNet VGG16 ResNet50

Architecture Eyeriss Diannao Simba Eyeriss Diannao Simba Eyeriss Diannao Simba

Energy (m J )

SENNA_MO 3.93 15.15 5.71 76.37 1,034.1 169.92 21.86 118.45 19.13

SENNA_EDP 3.38 15.15 4.19 79.14 225.3 103.46 20.39 80.3 25.03

ORACLE 5.52 15.13 15.73 108.26 2,177.3 NaN 27.91 423.43 NaN

Area (mm2)

SENNA_MO 1.85 0.37 1.76 1.53 0.37 1.73 1.22 0.37 1.83

SENNA_EDP 1.61 0.37 3.09 1.53 0.37 2.23 1.22 0.37 1.87

ORACLE 1.85 0.37 1.14 1.53 0.37 NaN 1.22 0.37 NaN

Cycles (104K )

SENNA_MO 2.43 1.69 15.58 158.74 48.5 547.36 29.91 10.89 97.7

SENNA_EDP 2.01 1.69 10.08 70.77 48.22 411.58 13.22 10.85 82.45

ORACLE 2.64 1.69 31.9 79.56 47.99 NaN 15.91 10.82 NaN

Time (hrs )

SENNA_MO
4 6 9 7 9 9 20 18 27

SENNA_EDP

ORACLE 14 15 84 27 43 74 47 45 175

Budget (104)

SENNA_MO
53.87 56.49 67.51 70.16 74.23 106.20 147.78 153.26 192.47

SENNA_EDP

ORACLE 54.67 57.28 68.31 71.20 75.27 107.24 150.02 155.51 194.71

The last columns show the search time of the two frameworks. The Timeloop mapper-based Oracle often fails to find

valid configurations for layers on the Simba architecture because of the large ratio of invalid configurations.

to be vigilant on suboptimal configurations and remediate. Figure 11(c), (f), and (i) illustrates the
estimated overall runtime. We observe that the recommendation of the multiple hardware config-
urations based on the estimated overall runtime embraces globally optimal design points.

4.6 Comparison to an Oracle and Related Work

Let us demonstrate the benefit of SENNA’s joint hardware/software configuration search compared
to an Oracle scheme and to State-of-the-Art techniques.

4.6.1 Comparison to Oracle Scheme. We evaluate SENNA with respect to the Oracle scheme
which always selects the best hardware configuration and then consumes the entire budget on
the software mapspace search on the selected hardware configuration. The rationale behind
this scheme is to design a computationally viable approach that replaces exhaustive search with
little optimality loss. With the extremely large design space, an exhaustive search is infeasible
and time-consuming. To enable the comparison with little optimality loss, we design the oracle
scheme which finds the best hardware configurations through iterative search before exploration.

To fully examine the hardware configurations, we start from the size of the budget that
default configuration consumes. Then, it is executed iteratively with doubled budget until the
overall performance converges. Given the best 10% of hardware configurations, the oracle
scheme distributes the evaluation budget and focuses to search for the best possible software
mapping. Oracle scheme employs the Timeloop-mapper as a software mapspace search engine,
since other State-of-the-Arts does not support the exploration on a baseline architectures. Since
Timeloop-mapper shows the best result on the energy-delay product (EDP) metric, SENNA
also supports the EDP as an optimization goal for fair comparison. In the following, we denote the
three-objective version of SENNA (Energy, Area, Cycles) with SENNA_MO and the two-objective
version (EDP, Area) with SENNA_EDP.

Table 3 compares the results of SENNA_MO, SENNA_EDP with ORACLE. We made two main obser-
vations. First, the overall energy and runtime performance of SENNA achieves a Pareto-efficient
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Fig. 13. Comparing SENNA to DiGamma for 2D convolutions on MobileNet-V2.

solution which dominates or is in non-dominance relation compared to the ORACLE. Despite
ORACLE achieves more budget to run a mapspace search on the best HW design, SENNA is capable
of finding the best architecture design and its corresponding mappings. Second, the exploration
in huge design spaces with many infeasible design points allows us to verify the scalability of
SENNA. Simba has a search space of O(1024) filled with invalid configurations. SENNA produces
valid mappings across the network and shows robustness in huge design spaces, while ORACLE
fails to generate mappings layer by layer. Figure 12 shows the distribution of overall energy and
runtime performance with Pareto Front on different networks. With respect to the solutions
of Timeloop, SENNA is capable of finding the best architecture design in the limited budget
of evaluations. SENNA_EDP tends to perform well compared to the SENNA_MO, since SENNA_MO
optimizes on more metrics and includes more spurious solutions which dilute the result.

4.6.2 Comparison to the State-of-the-Art. To show the area and overall performance efficiency,
We compare SENNA_MO with DiGamma [26]. DiGamma requires the constraints on encoding to
respect the workload dimensions, by revising the loop tiling size and bounds under the size of
allocated HW components. To address the complexity of the encoding, SENNA was implemented
to collect the possible encoding set and apply its own encoding scheme. Since the enumeration of
the possible choices is encoded into an integer sequentially, it removes the possibility of infeasible
design points being chosen. Moreover, DiGamma optimizes each layer and suggests its L1 and L2
buffer requirements. We extended DiGamma to derive the maximal architecture as a final architec-
ture design by applying the maximum size of the buffer requirements from the found solutions.

Figure 13(a) and (b) shows the found solution by plotting layers with different dimensions as
the x-axis. DiGamma derives the hardware configuration of (976 PEs, 510 kB L1 buffer, 105 MB
L2 buffer) with an area size of 65.75mm2 while SENNA found the hardware configuration of
(872 PEs, 54 kB L1 buffer, 113 MB L2 buffer) with an area size of 35.80mm2. Overall, SENNA
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Fig. 14. Overall performance improvements of ResNet50 in terms of energy, runtime, and area.

Fig. 15. Normalized overall performance of different DNNs on Maestro.

outperforms the DiGamma both in terms of energy and runtime. In particular, the solution found
by SENNA occupies a 48% smaller area than the configuration of DiGamma. This is possible since
the formulation of the PIM succeeds in segregating the mapspace from the architecture design
space and preserving the superior mappings. Figure 14 compares the found solution of SENNA
and DiGamma on multiple objectives per generation. The improvement is three-fold in runtime
with minimal degradation in energy and area.

Figure 15 compares the normalized overall performance of different DNNs. Multiple normalized
objectives are stacked in the direction of the Y -axis, and SENNA is normalized to the solution of
DiGamma. We found that this work benefits in improving the overall performance of deeper and
wider networks. The solution outperforms the quality of DiGamma as the network goes deeper
with a higher duplication of identical layers. For example, VGG16 has nine unique layers of 13 lay-
ers. It has less duplication on layers with low reusability on found solutions and achieves relatively
less improvement. On the other hand, deeper networks achieve decent performance improvement
by obtaining more chances of reusing the found solutions. ResNet50 has 23 unique layers of 53,
MobileNet-V2 has 27 unique layers of 52, and MnasNet has 33 unique layers of 52, respectively. To
summarize, PIM finds better solutions not only for each layer but also for a given network.

5 Conclusion

While hardware/software co-design has been widely studied for parametrizable neural network
accelerators, finding a practical design that considers the end-to-end network performance under
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multiple objectives is still an open question. This work presents the SENNA framework that
employs a PIM, which unifies the mapspace to represent a network and optimizes for a given accel-
erator design in a single execution. We harness the unified design space and multi-objective search
to significantly improve the efficiency of the search. A comparison with state-of-the-art mapper
shows that SENNA is able to find better overall configurations in a significantly shorter time.
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